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**Цель работы:** изучить теорию методов итерации, уделить особое внимание методам половинного деления и Ньютона, закрепить полученные знания на практике, составив программы на языке Pascal.

**Теоретическая часть**

Итерационные методы – это методы последовательных приближений. В них необходимо задать некоторое приближённое решение – начальное приближение. После этого с помощью некоторого алгоритма проводится один цикл вычислений, называемый итерацией. В результате итерации находят новое приближение. Итерации проводятся до получения решения с требуемой точностью.

Наиболее простым в реализации является метод бисекции, или как его еще называют, метод половинного деления. Это итерационный метод, суть которого заключается в том, что на каждой итерации интервал сокращается вдвое до тех пор, пока не будет найдено решение с заданной точностью.

Данный метод достаточно прост и содержит всего два действия. Сначала находится переменная х – середина интервала [a,b]. После чего вычисляется значение функции в середине интервала. Затем определяется, совпадает ли по знаку значение функции в середине интервала, со знаком функции в левой части. В случаи если их знаки равны, то новой левой границей считается середина интервала, в ином же случаи правой граница интервала считается его середина. Таким образом, при каждой итерации интервал сокращается вдовое то справа, то слева.

Еще одним хорошим методом решения уравнений является метод касательных или метод Ньютона. Главное его отличие от представленных ранее методов бисекции и хорд – отсутствие необходимости отделения корня. Вместо этого нужно задать лишь начальное приближение. Однако его главным недостатком остается сложность реализации, связанная, прежде всего с необходимостью определять производные исходного уравнения.

В основе метода Ньютона лежит разложения функции в ряд Тейлора:

![http://tpdn.ru/upload/articles/teilor.gif](data:image/gif;base64,R0lGODlhKAE0ANUCAAAAACwsLPr6+pycnGVlZe3t7SMjI8TExLi4uEFBQY6Ojvz8/MPDw3Nzc01NTfb29v39/fv7+xAQEEBAQNjY2I2NjUxMTAgICCIiIre3t2RkZBEREXR0dCEhISQkJNfX1yYmJhkZGe7u7mdnZxISEg8PD0RERAkJCRQUFCcnJ1BQUJubmzo6Ol1dXc3NzfHx8cDAwPDw8MHBwSsrK8zMzF5eXkNDQzs7O2hoaDExMfT09PX19QAAAAAAAAAAAAAAACH5BAEAAAIALAAAAAAoATQAAAb/QIFwSCwaj8ikcslsOp/QqHRKrVqv2Kx2y+16v+CweEwum8/otHrNbrvf8Lh8Tq/b7/i8fs/v+/+AgYKDhIWGh1gIAAABiI6PiBQ5AhEYK5CYmXcdFwxHCyYFmqOkbggBD0cKA6WtrmYVDkcVDa+2t14aAwSMqQIKHAIIrLjFxlERKQ4DCBKiFBuLAMTH1dZH0Kyn19zdSBUWQrHe5OQawRAJ1OXsxpXEHgwjou2qjWEEsmMK90Ya+nkq9CuSzwqFEKLSTfvCD8k/QAsm1BqDoAQ9LwsSBEvS7KKpCweGZJyIpOObDCCFpRQyUkkGi3g+kACQUgHJLRhWDtmW5UO0/5obXQ6UwslTFAozOwkQSKRCUI5DyUCjGbLhr4FOmWSIKseSABAiBBgwGsVAyJKoimRcV6XDgAggRI1lAmEC2yJmk2yd4lZAClEEqEWYuyTd3SHxuERwCxcwscBE8ha2m0RyGqtCTvkqS9bIOCMEnlIRuFlzEwI3jVg2ogDgE36b/V40zQR15bNaYBMBKyTuzrRMNKSO3LlMRGkTCw6BlrZDuCODcYPexYgI5il1kQt5uHxDo0oAdSMhfCQwL65Gji+aSEEFEeVCkKbF8PxqbOJaFK6P715A+/eu+TRffdcREZ0aa71H0gI1vOABDKEoQV4RcC1jUmZR6SfNIidIx/8SZUPYJgQELbxggAwR/pbEgUiAYCFMTGR0SRIiCkBiDCemKMRe4xVnhWFOCDfEjQ/a4NFW9w0x4Rmr1TjiBDqJlMCG0ig1hEzaACcMelB4IJ2TNiYQpQA8Skklh51ls6VaCTijmocEpZaRlSqKNMGZAJzQGZ584uUjEqGx2WERZQqgHpV0pnOPIqyk49oUzYQV4qNLUfomEgo8l6l1XDrxkkcE1DdEa6xpSeGSQ4AjBKlE1OUmEZEqAV+qlBZIhJdbXFibqKtSytR4cBqawKILZcSrFJ8NUah/3iVpIKpC2AbkENwRkRGeYy7FK09XNkuQpUIM9qcAtiXYxKZK0Bb/n3eggStWsFSg28Sy8oF2bLjQipGOaGJ1xgINKMjjkZ9I9NUvDgmp86NEFOI6BAsuoHDAPCwpfBt0GBBjFsVKRDScEYkNcUPEE9Nj7hGrWdHSE6tBLDHHdR1GScplZOzZRho4k53MMwd7kCjHEcNtFTYXYVO0Ok9JzbIgB/sBQsIuxETRSgCDdAHXUjO0auNOQfW5yel859Km4gVvGLoOabEYP1+RwautgojE0wNTBHcSJx9B9xW80GSUAhJIulPgUETEs39Q06HBvdHOIAYBZU9RLWjoQe7s44yXV3mnTbSU0T22zvqE5ZrbgUHkgCzG+RyVrM4G4KIUiIHj9dQ+VYpuqtqueytFI5D57sATMq0wHwdvvCBOIlD88czzIWTz0BeSAUAEeGJr9NjX0cGGboqX/ffghy/++OSXb/756Kev/vrst+/++/DHL//89Ndv//1UBAEAOw==)

Обычно значения ряда, содержащие шаг h во второй и более высоких степенях отбрасывают, так как их влияние на результат незначительны.

Суть метода заключается в экстраполяции функции касательными. После того как пользователь задает начальное приближение, программа должна определить точку пересечения касательной к графику функции с осью абсцисс. Для этого используется формула:
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Затем находится значение функции в точке пересечения касательной с осью абсцисс и если получившиеся значение близко к нулю, то считается, что решение уравнения найдено.

К сожалению, при всех своих достоинствах метод Ньютона не гарантирует сходимости. Отсутствия решения может возникнуть по нескольким причинам. Например, это может произойти из-за того, что касательная будет параллельна оси абсцисс. В этом случае необходимо предусмотреть выход из цикла при достижении большого количества итераций.

Количество итераций напрямую зависит от введенных начальных данных. При удачном стечении обстоятельств решение каждым из методов может быть найдено даже при единственной итерации.

**Практическая часть**

**Задание**

Составить программу для решения нелинейных уравнений методом половинного деления, простых итераций и методом Ньютона:

Интервал [1; 2], допустимая точность 10-2;

**Программная реализация**

**program** LB09\_1\_1;

**const**

eps = 1e-2;

**function** f(x: real): real;

**begin**

result := exp(4\*ln(x))+3\*x-20;

**end**;

**function** dihotomy(a, b: real; eps: real): real;

**var**

x: real;

**begin**

**repeat**

x := (a + b) / 2;

**if** f(a) \* f(x) > 0 **then**

a := x

**else**

b := x

**until** (abs(a - b) <= eps) **or** (f(x) = 0);

result := x

**end**;

**begin**

writeln('x = ',dihotomy(1, 2, eps))

**end**.

**Ответ**

х=1.94531256

**program** LB09\_1\_2;

**const**

eps = 1e-2;

**function** g(x: real): real;

**begin**

result := x-(exp(4\*ln(x))+3\*x-20)/35;

**end**;

**function** iterations(a, b: real; eps: real): real;

**var**

x: real;

**begin**

result := a;

**repeat**

x := g(result);

result := g(x)

**until** abs(result - x) <= eps;

**end**;

**begin**

writeln('x = ',iterations(1, 2, eps))

**end**.

**Ответ**

х=1.9453124

**program** lb09\_1\_3;

**const**

eps = 1e-2;

**function** f(x: real): real;

**begin**

result := exp(4\*ln(x))+3\*x-20

**end**;

**function** f1(x: real): real;

**begin**

result := 4\*exp(3\*ln(x))+3

**end**;

**function** f2(x: real): real;

**begin**

result := 12\*exp(2\*ln(x))

**end**;

**function** newton(a, b: real; eps: real): real;

**var**

x: real;

**begin**

**if** f(a) \* f2(a) > 0 **then**

result := a

**else**

**if** f(b) \* f2(b) > 0 **then**

result := b

**else**

**begin**

writeln('Метод Ньютона, решений нет!');

**exit**

**end**;

**repeat**

x := result;

result := x - f(x) / f1(x)

**until** abs(result - x) <= eps;

**end**;

**begin**

writeln('x = ',newton(1, 2, eps))

**end**.

**Ответ**

х=1.9453125

Интервал [0; 1], допустимая точность 10-3;

**Программная реализация**

**program** LB9\_2\_1;

**const**

eps = 1e-3;

**function** f(x: real): real;

**begin**

result := exp(x)+x-2;

**end**;

**function** dihotomy(a, b: real; eps: real): real;

**var**

x: real;

**begin**

**repeat**

x := (a + b) / 2;

**if** f(a) \* f(x) > 0 **then**

a := x

**else**

b := x

**until** (abs(a - b) <= eps) **or** (f(x) = 0);

result := x

**end**;

**begin**

writeln('x=',dihotomy(0, 1, eps))

**end**.

**Ответ**

x=0.4423828125

**program** LB9\_2\_2;

**const**

eps = 1e-3;

**function** g(x: real): real;

**begin**

result := x-(exp(x)+x-2)/4;

**end**;

**function** iterations(a, b: real; eps: real): real;

**var**

x: real;

**begin**

result := a;

**repeat**

x := g(result);

result := g(x)

**until** abs(result - x) <= eps;

**end**;

**begin**

writeln('x = ',iterations(0, 1, eps))

**end**.

**Ответ**

x = 0.442675206680943

**program** lb9\_2\_3;

**const**

eps = 1e-3;

**function** f(x: real): real;

**begin**

result := exp(x)+x-2

**end**;

**function** f1(x: real): real;

**begin**

result := exp(x)+1

**end**;

**function** f2(x: real): real;

**begin**

result := exp(x)

**end**;

**function** newton(a, b: real; eps: real): real;

**var**

x: real;

**begin**

**if** f(a) \* f2(a) > 0 **then**

result := a

**else**

**if** f(b) \* f2(b) > 0 **then**

result := b

**else**

**begin**

writeln('Метод Ньютона, решений нет!');

**exit**

**end**;

**repeat**

x := result;

result := x - f(x) / f1(x)

**until** abs(result - x) <= eps;

**end**;

**begin**

writeln('x = ',newton(0, 1, eps))

**end**.

**Ответ**

х= 0.4423828125

Интервал [0.5; 1.5], допустимая   
точность 0.2\*10-4;

**Программная реализация**

**program** LB9\_3\_1;

**const**

eps = 2e-5;

**function** f(x: real): real;

**begin**

result := ln(x)+x;

**end**;

**function** dihotomy(a, b: real; eps: real): real;

**var**

x: real;

**begin**

**repeat**

x := (a + b) / 2;

**if** f(a) \* f(x) > 0 **then**

a := x

**else**

b := x

**until** (abs(a - b) <= eps) **or** (f(x) = 0);

result := x

**end**;

**begin**

writeln('x = ',dihotomy(0.5, 1.5, eps))

**end**.

**Ответ**

x = 0.567153930664063

**program** LB9\_3\_2;

**const**

eps = 2e-5;

**function** g(x: real): real;

**begin**

result := x-(ln(x)+x)/3;

**end**;

**function** iterations(a, b: real; eps: real): real;

**var**

x: real;

**begin**

result := a;

**repeat**

x := g(result);

result := g(x)

**until** abs(result - x) <= eps;

**end**;

**begin**

writeln('x = ',iterations(0.5, 1.5, eps))

**end**.

**Ответ**

x = 0.567141959719474

**program** lb9\_3\_3;

**const**

eps = 2e-5;

**function** f(x: real): real;

**begin**

result := ln(x)+x

**end**;

**function** f1(x: real): real;

**begin**

result := 1/x+1

**end**;

**function** f2(x: real): real;

**begin**

result := -1/sqr(x)

**end**;

**function** newton(a, b: real; eps: real): real;

**var**

x: real;

**begin**

**if** f(a) \* f2(a) > 0 **then**

result := a

**else**

**if** f(b) \* f2(b) > 0 **then**

result := b

**else**

**begin**

writeln('Метод Ньютона, решений нет!');

**exit**

**end**;

**repeat**

x := result;

result := x - f(x) / f1(x)

**until** abs(result - x) <= eps;

**end**;

**begin**

writeln('x = ',newton(0.5, 1.5, eps))

**end**.

**Ответ**

х=0.567153930664063

Интервал [0.2; 1.5], допустимая   
точность 0.5\*10-4;

**Программная реализация**

**program** LB9\_4\_1;

**const**

eps = 5e-5;

**function** f(x: real): real;

**begin**

result := 2\*x-exp(-0.1\*x);

**end**;

**function** dihotomy(a, b: real; eps: real): real;

**var**

x: real;

**begin**

**repeat**

x := (a + b) / 2;

**if** f(a) \* f(x) > 0 **then**

a := x

**else**

b := x

**until** (abs(a - b) <= eps) **or** (f(x) = 0);

result := x

**end**;

**begin**

writeln('x = ',dihotomy(0.2, 1.5, eps))

**end**.

**Ответ**

x = 0.476718139648438

**program** LB9\_4\_2;

**const**

eps = 5e-5;

**function** g(x: real): real;

**begin**

result := x-(2\*x-exp(-0.1\*x))/2;

**end**;

**function** iterations(a, b: real; eps: real): real;

**var**

x: real;

**begin**

result := a;

**repeat**

x := g(result);

result := g(x)

**until** abs(result - x) <= eps;

**end**;

**begin**

writeln('x = ',iterations(0.2, 1.5, eps))

**end**.

**Ответ**

x = 0.476721637710739

**program** lb9\_4\_3;

**const**

eps = 5e-5;

**function** f(x: real): real;

**begin**

result := 2\*x-exp(-0.1\*x)

**end**;

**function** f1(x: real): real;

**begin**

result := 2+exp(-0.1\*x)/10

**end**;

**function** f2(x: real): real;

**begin**

result := -exp(-0.1\*x)/100

**end**;

**function** newton(a, b: real; eps: real): real;

**var**

x: real;

**begin**

**if** f(a) \* f2(a) > 0 **then**

result := a

**else**

**if** f(b) \* f2(b) > 0 **then**

result := b

**else**

**begin**

writeln('Метод Ньютона, решений нет!');

**exit**

**end**;

**repeat**

x := result;

result := x - f(x) / f1(x)

**until** abs(result - x) <= eps;

**end**;

**begin**

writeln('x = ',newton(0.2, 1.5, eps))

**end**.

**Ответ**

х=0.476718139648438

**Выводы**

В ходе работы была изучена теория по заданной теме, а также полученные знания были применены на практике в ходе написания программ.